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Current conventions define the deflection angle associated with the classical elastic scattering of particles in
terms of the system’s position vector. This is not consistent with the definition of the scattering angle, a
function of the momentum vector. A definition of the deflection angle which resolves this inconsistency is
introduced and developed for the case of an arbitrary potential in two dimensions. It is shown that the
generalized deflection angle reduces to that of Cross �J. Chem. Phys. 49, 609 �1967�� when angular momentum
is conserved. An efficient algorithm for the calculation of the generalized deflection angle is given and its
utility in the analysis of collision dynamics is demonstrated with a numerical example.

DOI: 10.1103/PhysRevE.73.036611 PACS number�s�: 45.20.�d, 45.50.Tn, 02.70.Ns

I. INTRODUCTION

Despite being one of the oldest problems in physics �dat-
ing back to the work of Newton and Huygens �1��, the clas-
sical description of scattering still finds application in mod-
ern research: astrophysics �2�, electron-atom collisions �3–5�,
nuclear theory �6�, surface �7,8� and solid-state �9� physics,
and molecular collision theory �including chemical reac-
tions� �10–13� make use of it for both qualitative and quan-
titative analysis. The recent discovery of chaos in scattering
systems �14–16� has renewed interest in the topic and its
relation to quantum mechanics via semiclassical theory
�8,10,17,18�. In keeping with its importance, the treatment of
central potential scattering is described in most texts on me-
chanics as an introduction to the topic �19,20�.

The principal observable in the elastic �potential� scatter-
ing problem is the scattering angle, which measures the de-
viation of the system momentum from its initial orientation.
This measurement forms the basis for the definition of the
differential cross section �18,20,21�. When examining cen-
trally symmetric scattering in two or three dimensions, it is
common to define a deflection angle �22� which can take any
value, as opposed to the scattering angle which is only de-
fined on the principal branch �up to 180° and 360° in three
and two dimensions, respectively �23��. The two angles are
related and are equal for repulsive potentials; for attractive or
nonmonotonic potentials, they can differ due to orbiting
about the scattering center. The behavior of the deflection
angle with respect to initial conditions has thus become es-
sential to the interpretation of scattering dynamics �2,24,25�.

The scattering angle is a geometric property of the system
and as such it is applicable to an arbitrary potential and can
be expressed in any coordinate system. However, the same
cannot be said of the deflection angle. This is because there
is no geometric definition of what a deflection angle is: the
standard treatment of the problem is to obtain the deflection
angle from the same formula used to calculate the scattering
angle �in the case of repulsive potentials, e.g., Rutherford
scattering� and to remark simply that the scattering angle is
equal to this result modulo � �2� for two dimensions�. The
derivation of this “standard” formula for the two angles in-
vokes both conservation of energy and angular momentum
�19,20,22,24� and hence it is inapplicable to anisotropic or
time-dependent scattering.

Within the literature a number of conventions exist re-
garding the above ambiguity: to use the scattering angle and
make no distinction in terminology �8�, or to approximate
spherical symmetry and use the standard formula �5,26,27�.
In contrast, the deflection angle introduced by Cross �28� is a
generalization of the formula given for the standard deflec-
tion angle: here it is recognized that the integral formula for
the standard deflection angle can equivalently be cast as a
time integral of the angular velocity of the position vector.
Cross’s result thus gives the deflection angle in terms of the
polar angle of the position long after the collision is over. If,
as required by the definition of polar coordinates, the polar
angle is bounded then one obtains the scattering angle from
Cross’s result. Contrariwise, if the polar angle � is allowed to
vary beyond its principal branch, then the deflection angle is
found. This convention for the deflection angle, denoted
hereinafter as �r, is the basis for classical scattering pertur-
bation theory �10,29–32� and is adopted �although most often
uncited� within the chaotic scattering literature �14–16,33�.

There are two questions regarding Cross’s definition of
the deflection angle which one might ask. First, why is it a
function solely of the system position rather than the mo-
mentum, in contradistinction to the definition of the scatter-
ing angle? Second, why is it not invariant to the choice of
coordinate origin which is a property of the scattering angle?
This is not to say that �r is “wrong” but that its relationship
to the scattering angle changes when the potential becomes
noncentral. It is the purpose of the present work to provide a
definition of the deflection angle which is independent of the
nature of the scattering potential and of the coordinate sys-
tem. Only two-dimensional scattering will be considered
here as it is sufficient for the illustration of the problem.

The remainder of the present work is structured as fol-
lows: Sec. II defines the deflection angle of a two-
dimensional system and examines its analytical properties;
Sec. III gives results for a numerical example; Sec. IV pre-
sents concluding remarks.

II. THEORY

The deflection angle as defined by Cross is �28�
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�r = � − �
−�

+�

�̇ dt=� − �+�, �1�

where �+� denotes the polar angle of the position r �see Fig.
1� long after the collision has occurred. In the case of a
central potential it is straightforward to show that �1� reduces
to the standard deflection angle �19�

�r = � − 2b�
r0

� dr

r2�1 − b2/r2 − V�r�/K
, �2�

where b is the impact parameter �offset from the x axis in
Fig. 1�, r0 is the distance of closest approach �the largest root
of the radicand in �2��, K is the initial collision kinetic energy
�directed antiparallel to the x axis�, and V�r� is the central
potential energy function of the system. Maxwell was the
first to use this result �generalized from celestial mechanics�
to examine scattering of r−n potentials in connection with the
kinetic theory of gases �34,35�; in this instance, as in that of
Rutherford scattering, �2� yields the scattering angle. The
first calculation of a deflection angle from �2� appears to be
Hirschfelder’s �36� where the Lennard-Jones �6,12� potential
was used.

As mentioned in the introduction, if �+�� �0,2��, then �r
is equal to the scattering angle. This is consistent with the
definition of an angle in a polar coordinate system �see Fig.
1�: the representation of an arbitrary r must be unique and
hence �=arctan�y /x�, where �x ,y� are the Cartesian compo-
nents of the position vector. However, � can also be ex-
pressed as a canonical coordinate and one can obtain �� �
�2� from solving the equations of motion for the system.
Doing so is equivalent to redefining �=Arctan�y /x�, which is
a multivalued function �the notation of Abramowitz and Ste-
gun is adopted for the inverse trigonometric functions �37��.
Whatever the manner of its determination, the key to the
definition of �r is the generalization of � to become a mul-
tivalued function.

By allowing the orientation angle of the position vector to
become a multivalued function, the deflection angle can be
calculated for a central potential. However, what is implicit
in the standard definition, and lacking in any other conven-
tion currently in use, is that the deflection angle is the mul-

tivalued generalization of the scattering angle. Adopting this
definition is consistent with that of the scattering angle in
that it is defined solely in terms of the momentum vector and
is independent of the choice of coordinate system. To define
a deflection angle related to p, let � be the polar angle which
describes the orientation of p �see Fig. 1�. It is in principle
possible to generalize ��t� to be a multivalued function and
not restricted to the principal branch. Therefore the general-
ized deflection angle for two-dimensional motion �p is de-
fined as

�p = �−� − �+�. �3�

Using the usual Cartesian-polar relationships, ��t� may be
represented as

��t� = Arctan� py

px
	
arctan� py

px
	 + k�� , �4�

where k� is an integer which determines the branch of �.
The Cartesian momenta px and py are along and perpendicu-
lar to the principal axis, respectively �see Fig. 1�.

In order to examine the correspondence with �r, the Car-
tesian momenta components are transformed to those conju-
gate to the polar representation of r: px= pr cos �
− �p� /r�sin � and py = pr sin �+ �p� /r�cos �. Substitution of
this and letting

� = Arctan� p�

rpr
	 �5�

gives

� = � + �
� + �0 + k�� . �6�

Here �0
arctan�p� /rpr�� �−� /2 , +� /2�, and k� is an inte-
ger that determines the branch of �.1 The branch of the polar
angle of r is implied since it is assumed to also be a multi-
valued function. Evaluation of ��t� as t→ ±� is accom-
plished by noting that in both limits r→�. This gives from
�5� that

lim
t→±�

tan � = 0, �7�

and hence �0→0. Substitution of the above result into �6�
and �3� gives

�p = �k�,−� − k�,+��� + �−� − �+�. �8�

The problem of determining �p is reduced to the determina-
tion of k�,±� and �+�.

As � is a function of the canonical variables, it is a con-
tinuous function of time inasmuch as the system is itself. The
integer k� is necessarily a discontinuous function which
changes every time that ��t� crosses the branch cut of the
arctan function �this is the py axis of Fig. 1 for the current
choice of branch cut�. Thus k��t� changes only for a discrete
set of events ti�T,

1The particular choice of the principal branch for arctan does not
affect the overall result of �. It does, however, affect the definition
of a��TC� and analogous quantities; hence, arctan�f�� �−� /2 ,
+� /2� is used throughout for consistency.

FIG. 1. Schematic diagram of a two-dimensional system. The
position vector, denoted r, has an orientation angle � while that of
the momentum vector p is described by the angle �.
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k� = �
ti�T

a��T�u�t − ti� , �9�

where u�x� is a unit step function and T
TC�TD denotes
the set of events when � changes branch through continuous
and discontinuous motion, respectively; the integer coeffi-
cients a��T� are dependent on the type of event T. Note that
all subsequent quantities that are labeled with the subscript i
imply t= ti or t→ ti

− where the limits are different. Similarly,
all quantities labeled with a ± superscript denote evaluation
at t= ti±	, with 	
0.

To find ti�TC and the corresponding �a��TC�, consider
the behavior of ��t� near such an event: assuming that ��t� is
continuous as t→ ti, then �̇= �̇0. For � to change branch it
must approach the limit �0±� /2 and have a nonzero time
derivative with the same sign. However, �0�t� has a discon-
tinuity at this point; hence k� must be adjusted to enforce the
continuity of ��t� at ti. More formally, this is summarized as
�see footnote 1�.

TC 
 �ti��0,i = ± �/2, �̇0,i � 0, sgn��̇0,i� = sgn��0,i� .

�10�

The final condition of TC excludes the case of �0�t� passing
through a local extremum.

The values of the a��TC� are found from the condition of
continuity:

lim
t→ti

−
��t� = lim

t→ti
+
��t� , �11�

and noting that

lim
t→ti

+
�0�t� = − �0,i, �12�

which is a basic property of the arctan function. By definition
k�

+=k�
−+a��TC�; using this with �12� in �11� gives

a��TC� = sgn��0,i� . �13�

The results of �10� and �13� are not dependent on the choice
of coordinate system although �10� will have a different rep-
resentation for different choices.

The set of discontinuous events TD which occur depend
on the Hamiltonian of the system and on the behavior of �0
near the origin of both r and p. The subsets of TD events are

TD = TI � TR � T0, �14�

where TI denote the set of events where impulsive forces
occur, TR where p is inverted, and T0 the instances where the
system passes through the coordinate origin. The coefficients
�a��TI� of impulsive events can be expressed directly as
�generally noninteger� changes to both �p� and �; however,
the event times TI have no general formulation since they
may contain both time- and coordinate-dependent conditions
�e.g., moving hard disk collisions�. Therefore TI will not be
treated explicitly here.

The case of the momentum being inverted occurs when p
passes through zero smoothly or otherwise, the latter being a
TI event. From �5�, it appears that �0 and �̇0 are undefined
but both do in fact possess well-defined limits under such
conditions:

�0,i = arctan� ṗ�,i

riṗr,i
	 , �15a�

�̇0,i = lim
t→ti

−

rprṗ� − �−1pr
2p� − rṗrp�

r2pr
2 + p�

2 �15b�

=
rṗrp̈� − rṗ�p̈r

2�r2ṗr
2 + ṗ�

2�
. �15c�

Here � denotes the reduced mass of the system. It should be
noted that �̇0,i is zero unless the potential is explicitly depen-
dent on time. Hence the change associated with � when p is
inverted is not brought about by continuous change in �0. To
account for the change in orientation of the momentum vec-
tor, a correction must be applied to �. Formally the correc-
tion is derived from the conditions of inversion for p:

pr = �p�cos � , �16a�

p� = r�p�sin � , �16b�

and pj
+=−pj

− with j� �r ,�. Consideration of �16� shows that
for both components to change sign, � must be shifted by an
odd multiple of �. The particular integer is chosen by con-
vention to be −1; this choice yields a deflection angle of �
for a head-on collision ��+�=0 in �1�� and thus maintains
consistency with the standard deflection angle �19�. There-
fore

a��TR� = − 1, �17�

where the TR events describe the conditions for a nonimpul-
sive inversion of p,

TR 
 �ti�pi = 0, ṗi � 0 , �18�

and 0 denotes the zero vector. Note that �18� is defined with-
out any reference to a particular coordinate system.

The final correction that must be applied to � occurs when
the system passes through the coordinate origin, denoted by
the set of events T0. The conditions for this are similar to
those of TR but applied to r:

T0 
 �ti�ri = 0, ṙi � 0 . �19�

Note that from �16� the condition p�,i=0 is implied in �19�.
The inversion of r requires that � be shifted by an odd mul-
tiple of � and the value of

a��T0� = 1 �20�

is chosen to maintain agreement with �1� for rectilinear mo-
tion which passes through the origin. In this case, �+�=� and
hence �r=0. It follows from this choice that in order for �p
to also be zero for such motion, � must be unchanged by a
T0 event. Thus �20� requires that � be shifted by an equal and
opposite amount,
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a��T0� = − 1. �21�

Once the set of events T has been determined for a par-
ticular trajectory, the deflection angle can be evaluated from
�8�. The Appendix describes an algorithm to determine TC,
T0, and TR events by bracketing the zeros of the momentum
components. In order to examine the basic properties of �p it
is sufficient to know that in principle T can be found.

Some basic results can be derived about �p from �16�.
First, consider the definition of a scattering trajectory, i.e.,
pr,±��0,

pr,+�pr,−�

�p+���p−��
= cos �+�cos �−�=�− 1�k�,+�+k�,−�=− 1, �22�

which is obtained from �16� and �7�. The conclusion of �22�
is

k�,−� + k�,+� = 2m − 1, m � Z , �23�

which places a restriction on the sequence of allowable
events in T. A corollary of �23� is the relation between �p and
�r �using �1� and �8��:

�p − �r = 2�k�,−� − m�� . �24�

Here, the special case of �−�=0 was used in �p for the sake
of comparison. The meaning of �24� is that, while �r contains
information on the loops about the coordinate origin, �p con-
tains additional information on the loops about points other
than the origin. It should also be noted that because of �24�
the two angles will yield identical scattering angle functions
and hence either may be used to obtain the classical cross
section.

Finally, the conditions where �p and �r are equal can be
found by considering a type of symbolic dynamics. Any tra-
jectory has a sequence of events ti�T associated with it
�although this does not distinguish it uniquely in general�.
When angular momentum is conserved, �TR�T0��T=�
since TR would violate the hypothesis and T0 only occur for
the trivial case of p�=0. From �A2�, TC events differ by the
sign of ṗr,i when p� is constant; let T C

± denote events corre-
sponding to sgnṗr,i= ±1. Since pr is initially negative it fol-
lows that any trajectory which conserves angular momentum
has a sequence T C

+T C
−T C

+
¯T C

+, where the final event must
be T C

+ for the trajectory to escape the region of interaction.
Thus associated series of a��TC� for such a trajectory is

a��T C
+� + a��T C

−� + ¯ + a��T C
+� = �n + 1�a��T C

+� + na��T C
−�

=− sgn p�, �25�

where in the last line �A1� of the Appendix has been used.
Therefore substitution into �9� gives

�p = � sgn p� − �+� + �−� �26�

for a trajectory that conserves angular momentum. To com-
pare with �1�, �−�=0 and p�
0 are required, and �26� shows
that �p=�r. The case of a central potential is described by
�25� where n=0. Cases of correspondence similar to �26�
could be derived once the set of allowed events in T are
specified, i.e., m�0 but constant in �24�. Such analysis could

be fruitful in the case where potential or dynamical symme-
tries restrict the allowed events in T.

III. NUMERICAL EXAMPLE

Since both �r and �p generate identical differential cross
sections, it is necessary to demonstrate that �p is useful in the
analysis of dynamical systems. An exemplary system for this
purpose is that of two-dimensional potential scattering by an
off-centered central potential. The Hamiltonian of this sys-
tem is

H =
1

2
�pr

2 +
p�

2

r2 	 + R−6�R−6 − 2� , �27�

where

R�r,�� = ��r cos � − xc�2 + �r sin � − yc�2, �28�

and �xc ,yc� are the Cartesian coordinates for the center of
force. Note that the reduced mass is taken as unity without
any loss of generality and indeed the units chosen are arbi-
trary since they may be scaled to produce a Hamiltonian
identical to �27�. The numerical solution to the resulting
equations of motion for a given set of initial conditions
�b ,K� is straightforward and in this particular example was
performed using the algorithm of Bulirsch and Stoer �38,39�.
The initial velocity was antiparallel to the x axis, and all
trajectories started and finished at r�100.

The Hamiltonian �27� describes a Lennard-Jones �6,12�
potential whose origin is offset from that of the coordinate
system. When the center of force is coincident with the co-
ordinate origin, the resulting deflection function is well docu-
mented �24,25,36,40�: starting from a maximum value of �
at the head-on collision �b=0�, �r�b� decreases to a negative,
finite �infinite� minimum for K above �below� a critical en-
ergy. After passing through the minimum, �r�b� asymptoti-
cally approaches zero for large b. Such behavior is generic to
all reasonable potential energy forms �25�.

When �xc ,yc��0, �r ceases to reproduce the correct be-
havior as is seen from Fig. 2�a�. Here �r vs b is shown for
�xc ,yc�= �0,10� and K=0.1, which is below the critical en-
ergy. The orbiting singularities manifest themselves as re-
gions of irregular oscillations for b�8 and b�12. The
head-on collision at b=10 yields a deflection of � as ex-
pected and �r approaches zero asymptotically but beyond
this there is little that is indicative of the underlying dynam-
ics. In particular, the symmetry of �r about the head-on col-
lision is not observed as it is in the case of �xc ,yc�=0 �not
shown� which is �r�−b�=2�−�r�b�.

In contrast to the behavior of �r, the deflection function of
�p shown in Fig. 2�b� is an exact reproduction of the litera-
ture results for the Lennard-Jones potential when b
10, in-
cluding the orbiting singularity �25,36�. The behavior for b
10 shows that �p has odd symmetry with respect to the
impact parameter. This symmetry is to be expected from con-
sideration of the �xc ,yc�=0 system. The potential is symmet-
ric with respect to reflection about the x axis and hence tra-
jectories with b0 will be related to those of b
0 in the
same way. Thus the variation of � over the path is an odd
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function of impact parameter �2�. Similarly, � is also an odd
function of b as it is dependent on the angular momentum
�from �5� and p�=b�2K�. Hence, ��b� is odd. In the off-
centered potential �p still has the same symmetry as it is not
dependent on the choice of origin.

That �p possesses the symmetry properties of the trajec-
tories, and hence the Hamiltonian, while �r does not, is an
important point to note as this aids in the interpretation of the
dynamics of the system. At first glance the behavior of �r�b�
in Fig. 2�a� implies a complex dynamics and would require
further analysis of other observables �e.g., time delay� to
reveal its underlying simplicity.

IV. SUMMARY AND REMARKS

It has been shown that current conventions regarding the
deflection angle in classical particle scattering are not gener-
alizations of the expression valid for a central potential. A
deflection angle is a multivalued generalization of the corre-
sponding scattering angle, and hence is based on the proper-
ties of the momentum vector. The current usages of deflec-
tion angles are based on the properties of the position vector
and, while being formally inconsistent, also suffer from lack
of invariance to the choice of origin. The generalization of
the deflection angle based on the momentum vector was

given, along with an algorithm for its calculation, and its
representation in polar coordinates. The elementary analyti-
cal properties of �p were also derived, showing that �p and
�r will always differ by a multiple of 2� and are equal when
angular momentum is conserved. Finally, a simple numerical
example was given which showed that �p can describe orbit-
ing about points not coincident with the origin and reflects
the symmetries of the system in a simple way.

The implications of this work are threefold. First, dynami-
cal systems can be analyzed more efficiently by use of �p
especially in conjunction with �r as this would separate par-
tially the contributions to the motion. In particular, use of �p
may show that the underlying dynamics are more “regular”
than what would be inferred from �r.

Second, there now exists a means to treat scattering of an
arbitrary number of bodies with arbitrary interaction. While
only an �effectively� one-body problem was considered here,
the definition of �p applies to each member of a many-body
system, i.e., �p,n for every n in an ensemble �these will of
course be related kinematically�.

Finally, �p represents an alternative basis for calculating
the differential cross section; although use of �p or �r for-
mally yields identical results �since they all differ by mul-
tiples of 2��, numerical difficulties may recommend one
over the other. For example, Figs. 2�a� and 2�b� will have
different differential cross sections if the deflection functions
are splined and then used to obtain the scattering angle as a
function of impact parameter. This is because the orbiting of
the system results in finite oscillations in �r which may lead
to false rainbow angles in the differential cross section. In
�p, orbiting manifests itself as a singularity, which is known
to have an exponential decay contribution to the differential
cross section �25,40�. Such numerical difficulties may ex-
plain some of the findings in the literature �16,41�.

The present work only considers two dimensions. Similar
results obtained for three-dimensional scattering are being
prepared for a future publication.

APPENDIX: ALGORITHM FOR k�

In order to make practical use of �8�, k��t� must be found.
It is assumed that the equations of motion for the system are
solved in polar coordinates �r ,�� so that �±� are known. The
set of relevant events is T=TC�T0�TR �a smooth potential
is assumed, hence TI are excluded�. Since the information
about the trajectory is expressed in �r ,� , pr , p��, the defini-
tion of the events should be reexpressed in terms of this
choice of coordinates. Thus for TC, �0,i= ±� /2 translates to
pr,i=0 with p�,i�0 by �5�. Substitution of these conditions
into the formula for �̇0 �15� gives �̇�0Þ ṗr,i�0. Thus

TC = �ti�pr,i = 0, p�,i � 0, ṗr,i � 0 . �A1�

The expression for a��TC� in polar coordinates is found by
using sgn��0,i�=sgn�tan �0,i� in �13� as this is true when the
conditions �A1� are satisfied; substitution of pr,i

− =−	ṗr,i in
this yields the final result

FIG. 2. The deflection functions for �27� with K=0.1 and
�xc ,yc�= �0,10�. �a� �r vs b; �b� �p vs b.

GENERALIZATION OF THE DEFLECTION ANGLE IN¼ PHYSICAL REVIEW E 73, 036611 �2006�

036611-5



a��TC� = lim
t→ti

−
sgn��0�=− sgn�p�,i�sgn�ṗr,i� , �A2�

where it has been assumed that r
0 throughout.
In terms of a polar coordinate system, the definition of TR

events �18� becomes

TR = �ti�pr,i = 0,p�,i = 0, ṗr,i = 0, ṗ�,i � 0

��ti�pr,i = 0,p�,i = 0, ṗr,i � 0, ṗ�,i = 0

��ti�pr,i = 0,p�,i = 0, ṗr,i � 0, ṗ�,i � 0 . �A3�

As per �17�, the correction coefficient is still −1.
The set of events T0 can be identified using r= �r� and its

conjugate momentum in the formal definition of �19�:

T0 = �ti�ri = 0,pr,i � 0 . �A4�

Note that p�,i=0 is a necessary condition of �A4�. Although
the algorithm presented here is supposed to calculate k�, the
correction factor �20� is required for � in addition to �21�.
Furthermore, corrections will have to be applied to r and pr
to ensure that their behavior is correct in passing through the
origin �this is not necessarily ensured by the integrator�. Spe-
cifically, pr must change sign to reflect the fact that the sys-
tem moves away from the origin and r�0 must be enforced.

From �A1�, �A3�, and �A4�, it is clear that events can be
determined by finding the roots of pr�t�=0 and p��t�=0.
Therefore, the basic means of locating ti�T is that of root
bracketing �38�. If f�t� is one of the canonical coordinates or
momenta then for any time t let

� f
± = �sgn f�t ± 	� , �f � � 0,

0, �f � = 0.
�A5�

Here 	
0 is a small time interval such that f is monotonic
on �t−	 , t+	�. Bracketing works by dividing the trajectory
into time segments of 2	 and noting changes in the sign of
� f. If 	 is small enough that only one root f =0 is bracketed
on a segment, only the current point in time � f

+ and the one
immediately preceding it � f

−, need be known. The combina-
tions of �� f

− ,� f
+� can be used as indices for a lookup table

function which gives instructions on what event has oc-
curred.

For ti�T0, only �r
± are needed to track a sign change in r.

The nine possible combinations of ��r
− ,�r

+� are shown in
Table I along with their associated actions �Ai. The first
thing to note about Table I is that the combinations of r going

from negative to positive values will not occur since any
corrections will immediately map r to positive values. When
a change in sign is detected �e.g., the �+,−� entry�, the asso-
ciated action A1 requires that the corrections be applied to
both � and � to preserve the value of �; moreover, both r
and pr must be mapped to positive values since this is re-
quired by the definition of the polar coordinate system and
�16�. The ambiguous cases occur when r=0: whether such a
point is part of a T0 event or r passing through a minimum
depends on the subsequent time step. The solution in this
case is storing s←�r

−�0 upon the first occurrence of �r
+

=0 �action A0� and recalling it when �r
+ first becomes non-

zero again �action A2�. Evaluating the sequence �s ,�r
+� using

the same table entries ensures that the time interval is wid-
ened enough to bracket the root of r�t�=0. The algorithm to
bracket T0 events is therefore

�1� evaluate �r
+ for the current time step,

�2� find Ai from Table I using ��r
− ,�r

+�,
�3� update �r ,� , pr ,k�� according to the Ai,
�4� store �r

−←�r
+ for the next time step.

An approach similar to the above is adopted for bracket-
ing TC and TR events. Since both TC and TR require pr,i=0,
the behavior of p� is what differentiates them. Hence the
possible combinations of ��pr

− ,�pr

+ ,�p�

− ,�p�

+ � are used to de-
fine the lookup table function, the results of which are given
in Table II. The entries in Table II are the type of event E and
the associated action A for a given ��pr

− ,�pr

+ ,�p�

− ,�p�

+ �. The
types of events are TC, TR, ambiguous X, and nonevents �.
Actions associated with TC and TR events are the appropriate
values of a��T� �nonevents, of course, do not require a cor-
rection�. Ambiguous events have the actions Ji associated
with them.

To derive the appropriate �Ai for Table II, the following
assumptions have been made. First, 	
0 is small enough
that if one of the � f

± are zero, then f�t� is nonzero over the
rest of the interval �e.g., the �+,−,0 ,−� entry of Table II�.
Second, if � f

− is zero then, in a time interval centered around
this point, g�t� �the other momentum component� can be
taken as being constant on such a shifted interval �this is true
for a small enough 	�; examples of such a case are found in
the �0,0 ,0 , + � and �0, + ,− , + � entries of Table II. Finally,
the value of a��TC� can be calculated from �A2� using
��pr

− ,�pr

+ ,�p�

− ,�p�

+ �:

a��TC� =
1

4
��pr

− − �pr

+ ���p�

− + �p�

+ � , �A6�

where the sign of sgn�ṗr,i� is found from the approximation
ṗr,i= �pr,i

+ − pr,i
− � /2	.

The first few �Ji �i=1,2 ,3� are concerned with the first
occurrence of a zero in one or both of the �+ as this requires
the storage of the last nonzero �−. Actions J4 and J5 are
required when a TC event is bracketed and a zero in p� is
encountered. Actions J6 and J7 occur when pr becomes non-
zero again: sr is substituted for �pr

− and the new string
�sr ,�pr

+ ,�p�

− ,�p�

− � is used for evaluating the interval. The

TABLE I. Possible combinations of �r
± and their associated ac-

tions required to bracket T0 events. The table entries refer to the
possible values of �−1,0 , +1 for �r

±.

�r
− �r

+ Ai
a �r

− �r
+ Ai

a �r
− �r

+ Ai
a

+ + 0 + A2 − +

+ 0 A0 0 0 − 0

+ − A1 0 − A2 − −

aActions: A0, store �r
− in s; A1, ti�T0 bracketed, apply a��T0�=

+1, a��T0�=−1; A2, reevaluate table lookup with �s ,�r
+�.
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action J9 is identical to J6 but with the roles of pr and p�

reversed, and J8 is the case where both �pr,p�

− =0 require sub-
stitution.

The algorithms described for finding T0, TC, and TR
events using Tables I and II are implemented easily in the
form of lookup tables which can be used to update k� after

every integration step in an ordinary differential equation
routine; in the case of variable step integrators such as that of
Bulirsch and Stoer, the lookup tables should only be applied
after an accepted integration step. Such an implementation
assumes that the time step size of the integrator is not so
large as to possibly contain more than one ti�T.
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